
Pre-training Molecular Graph Representation with 3D Geometry 
— Rethinking Self-Supervised Learning on Structured Data

Self-Supervised Learning & 
Molecular Property Prediction
For molecular property prediction: 

Q: Can we find a smarter way to utilize 3D information 
to help augment the 2D representation? 
A: Yes, and we propose Graph Multi-View Pre-training 
(GraphMVP). 
• It uses both 3D and 2D in SSL pre-training. 
• It uses only 2D info for downstream fine-tuning.

Method: GraphMVP
• Mutual Information (MI) and Self-Supervised Learning (SSL)

 

• Contrastive SSL 
• EBM-NCE 

 

• Generative SSL 
• Which generative model? VAE-like. 
• Continuous & Structured data space 

• Variational Representation Reconstruction (VRR) 

 

• This is SimSiam with randomness! 

• Multi-task Objectives 
• Contrastive SSL and Generative SSL are complementary 

• Inter-data and intra-data 
• Local and global 

• Objective: 

I(X; Y ) ≥ 𝔼p(x,y)[log
p(x, y)
p(x)p(y) ]

=
1
2

𝔼p(x,y)[log p(x |y)] +
1
2

𝔼p(x,y)[log p(y |x)]

ℒEBM-NCE = −
1
2

𝔼pdata(y)[𝔼pn(x|y)[log(1 − σ( fx(x, y)))] + 𝔼pdata(x|y)[log σ( fx(x, y))]]
−

1
2

𝔼pdata(x)[𝔼pn(y|x)[log(1 − σ( fy(y, x)))] + 𝔼pdata(y|x)[log σ( fy(y, x))]]

ℒG = ℒVRR =
1
2 [𝔼q(zx|x)[∥qx(zx) − SG(hy)∥2] + 𝔼q(zy|y)[∥qy(zy) − SG(hx)∥2

2]]
+

β
2

⋅ [KL(q(zx |x) | |p(zx)) + KL(q(zy |y) | |p(zy))]

ℒGraphMVP = α1 ⋅ ℒC + α2 ⋅ ℒG

Existing Graph SSL
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• Existing SSL on graph. 
• Node-level 
• Context-level 
• Graph-level Findings and Conclusions

• Problem novelty: 
• A novel research direction to utilize 3D representation to 

augment 2D representation, especially for structured data. 
• Technical novelty: 

• EBM-NCE: connects energy-based model (EBM) with SSL. 
• VRR: proposes a novel generative SSL; provides another 

viewpoint for non-contrastive SSL. 
• Contrastive SSL and Generative SSL are complementary.

Codes will be available at https://github.com/chao1224/GraphMVP 
Email: liusheng@mila.quebec, arXiv: https://arxiv.org/abs/2110.07728

• Backbone models: GIN for 2D, SchNet for 3D 
• Pre-training dataset: GEOM 
• Fine-tuning datasets: 8 binary classification 

datasets 

• Ablation study on objective function: each individual 
contrastive and generative SSL.

Experiments

Accessibility Information

2D Topology Easy Low

3D Geometry Hard High
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